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ABSTRACT 
 
Metrics used in assessing irradiance model accuracy such as 
Root Mean Square Error (RMSE) and Mean Absolute Error 
(MAE) are precisely defined. Their relative (%) counterpart, 
however, can be subject to interpretation and may cover a 
wide range of values for a given set of data depending on 
reporting practice. This article evaluates different 
approaches for the reporting of relative dispersion accuracy 
of a model and formulates recommendations for the most 
appropriate approach. 
 
 
1. INTRODUCTION 
 
Statistical methods for calculating and quantifying error 
have long been established across a wide range of sciences 
and industries. Whether quantifying the accuracy of an 
electrical meter, the tolerance of a precision part, or the 
expected range of forecasted temperatures, the methods for 
determining error are generally accepted. It is somewhat 
surprising, then, that these same methods have proved 
confusing and sometimes misleading when applied to 
commonly used diurnal quantities in the solar energy field.  
Error calculations related to solar irradiance and PV power 
production, for example, are complicated by observations 
taken during nighttime and other low solar conditions. 
These conditions are often of little interest to the solar 
researcher, but they do cover the majority of time over a 
multi-day test period. Since these observations are subject to 

very low absolute error, their inclusion and weighting have 
a large impact on overall relative error. 
 
As part of recent European and International Energy 
Agency (IEA) tasks [1], [2], a group of experts have 
developed recommendations for reporting irradiance model 
accuracy [3], [4]. Root Mean Square Error (RMSE), Mean 
Bias Error (MBE) and Kolmogorov Smirnoff Integral (KSI) 
are the three key recommended validation metrics. These 
respectively provide a measure of model’s dispersion 
(RMSE), overall bias (MBE), and ability to reproduce 
observed frequency distributions (KSI).  
 
In many contexts, however, relative error is more commonly 
desired than absolute error. While the IEA tasks developed 
recommendations for absolute errors, they have not 
developed recommendations for reporting error in 
percentage terms, aside from using the informally (but not 
universally) accepted approach of dividing RMSE by the 
day-time mean of the considered irradiance. This is 
unfortunate because users in the utility industry desire to 
understand error in relative terms rather than absolute terms.  
 
A simplified reporting approach for the %KSI metric was 
proposed in a recent article [5]. The present note focuses on 
the relative dispersion error metrics (RMSE and MAE) with 
the objective of setting a standard for reporting these metrics 
in the industry and research community to facilitate 
comparison between forecast models. Forecast model error 
also depends on meteorological conditions, forecast horizon, 
and averaging interval. This is not an attempt to create a 



© American Solar Energy Society – Proc. ASES Annual Conference, Raleigh, NC, 

metric that makes forecasts comparable across these 
dependencies. Rather the focus is on which metric should be 
chosen to compare two forecasts at the same site, same 
forecast horizon, and same averaging interval.  This 
discussion only focuses on methods concerned with 
expressing the relative error between two time series with a 
single statistic.   
 
2. METHODS 
 
2.1 Absolute Dispersion Errors 
 
2.1.1 Root Mean Square Error (RMSE) 
 
The RMSE is defined to be the square root of the sum of the 
squares of the difference between modeled and reference 
irradiances using some time interval (e.g., hourly) over 
some time period (e.g., one year) divided by the number of 
observations. 
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where ܫ௧

௧௘௦௧ is the test irradiance at time t, ܫ௧
௥௘௙ is the 

reference irradiance at time t, and N is the number of 
observations. 
 
One ambiguity with the RMSE calculation (as well as all 
other error calculations that involve any sort of averaging) is 
that a decision is required as to whether or not to include all 
values. The prevalent practice in the solar resource 
community has been to only include daytime values, 
sometimes filtered by solar zenith angle less than 80˚ to 
avoid shading and/or sensor cosine response issues under 
low sun angles.  
 
2.1.2 Mean Absolute Error (MAE) 
 
The MAE is defined to be the sum of the absolute 
differences between modeled and reference irradiances 
using some time interval over some time period divided by 
the number of observations. 
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2.2 Relative (Percent) Errors 
 
Quantifying relative error requires that absolute error (i.e., 
RMSE or MAE) be divided by a normalizing number. To 
emphasize, the normalization is not carried out for each ܫ௧

௧௘௦௧ 
and ܫ௧

௥௘௙pair, but rather using a single number representative 
of typical irradiances during the entire time series. Three 
possible candidates to use in the denominator to calculate 
Percent Error are:  

 Average irradiance (Avg.). 

 Weighted average irradiance (Weighted Avg.). 

 Capacity (Maximum Nominal irradiance) 

2.2.1 Average Irradiance 
 
Average irradiance equals the sum of the irradiance values 
divided by the number of observations. 
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2.2.2 Weighted Average Irradiance 
 
Weighted Average irradiance may be used to assign more 
importance to high-level irradiance observations. It is 
defined to be the sum of the irradiance values weighted by a 
factor. 
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One meaningful way to weight the irradiance is by its 
magnitude. That is, let 
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Substituting Equation (5) into Equation (4) results in a 
Weighted Average of  
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Unlike for the simple average, the day-time weighted 
average equals the 24-hour weighted averages since the 
weight of night-time points is zero. 
 
2.2.3 Capacity  
 
A third option is to use the peak irradiance or Capacity (C). 
For global horizontal irradiance, for example, the Capacity 
would be 1,000 Wm-2. 
 
The wind industry has adopted this approach of normalizing 
to installed generating capacity for the reporting of output 
prediction errors [6]. 
 
2.2.4 Percent Error Calculation Methods 
 
With two measures of dispersion (RMSE and MAE) and 
three normalizing means, there are six possible methods to 
calculate Percent Error. These methods are summarized in 
TABLE 1. TABLE 2 presents the mathematical definitions 
used to calculate Percent Error by combining Equations (1) 
through (6) (see appendix for the detailed derivations). 
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TABLE 1. POSSIBLE PERCENT ERROR 
CALCULATION METHODS 

 RMSE MAE 
Average RMSE/Avg. MAE/Avg. 
Weighted 
Average 

RMSE/Weighted 
Avg. 

MAE/Weighted 
Avg. 

Capacity RMSE/Capacity MAE/Capacity 
 

TABLE 2. MATHEMATICAL DEFINITIONS OF 
PERCENT ERROR METHODS. 

Percent Error 
Method 

Definition 
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2.2.5 24 hours vs. Daytime 
 
The effect of including 24 hours in the analysis vs. only 
including daytime values can be analyzed using the 
equations presented in TABLE 2. Total Error (i.e., 

ට∑ ൫ܫ௧
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௧ୀଵ  or ∑ หܫ௧
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unchanged by including night-time values.  However, 
Absolute Error (RMSE or MAE) is affected by the 
distinction since the results are obtained by dividing Total 
Error by the number of considered points. Percent Error is 
further affected by the daytime vs. 24-hour distinction since 
the normalizing means are different. 
 

TABLE 3 summarizes the impact of the distinction on the 
selected error reporting metrics. It shows that Percent Error 
calculated using RMSE/Avg. method increases from 24 
hour to daytime, the MAE/Avg. is unchanged, and Percent 
Error calculated using the other four methods decreases. In 
all of the changed scenarios, the change is a function of the 
fraction of daytime hours. For example, if there are 4,380 
daytime hours in a 12-month test period, the fraction 
Daytime Hours is 0.5. If night time hours are considered, 
Percent Error calculated using RMSE/Avg. will increase by 

41 percent (ට
ଵ

଴.ହ
), Percent Error calculated using 

RMSE/Weighted Avg. will decrease by 29 percent (√0.5), 
and Percent Error calculated using MAE/Weighted Avg. or 
MAE/Capacity will decrease by 50 percent. The only 
method independent of nighttime hours is the MAE/Avg. 
method. 
 
 
TABLE 3. RATIO OF PERCENT ERROR USING ALL 
HOURS TO PERCENT ERROR USING DAYTIME 
HOURS. 

Percent 
Error 

Method 
Ratio of Daytime to 24h Percent Error 
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3. APPLICATION EXAMPLE 
 
An effective way to compare and contrast the six possible 
methods is to quantify results using an actual irradiance data 
set. Hourly satellite-derived global horizontal insolation 
(GHI) data was obtained for Hanford, CA, from January 1, 
2010 to December 31, 2010. The reference data are from a 
high-quality ISIS ground site [7]. The modeled data are 



f
y
p
li
d
 
 

F

 
F
tw
H
th
w
 
 

from a satellite
year’s worth of
perfect match w
ine. As can be 

data are a good

Fig. 1:  Irradian

Fig. 2 presents 
wo scenarios o

Hours only. Th
he black bars. 

white bars. 

Several observ

 Percen
depend
selecte

o 

o 

 The ex
chang
Percen
four ca

 Only t
indepe

©

-based irradian
f hourly model
would occur if 
seen from the 

d visual match t

nce data for Ha

Percent Error 
of All Hours (2
he “All Hours” 
The “Daytime 

vations can be m

nt Error range
ding upon whi
ed 

RMSE/Avg
values resul
MAE/Capa
values resul

xclusion/inclus
es results for fi
nt Error is low
ases. 
the MAE/Avg.
endent of the in

 American S

nce service [8].
ed data vs. mea
all blue dots w
figure, the sele
to the reference

anford, CA, 20

r for the six me
24 hours per da

scenarios are r
Hours” are rep

made based on

s by a factor of
ch method and

g. method using
lts in a 17.0 Pe
city method us
lts in 1.5 Perce
sion of nighttim
five of the six d
wer for one case

 Percent Error
nclusion of nig

Solar Energy

. Fig 1 plots on
asured data.  A

were on the red 
ected modeled 
e data.  

10. 

thods using the
ay) and Daytim
represented by 
presented by th

n the figure: 

f more than 10
d scenario is 

g nighttime 
ercent Error. 
sing nighttime 
ent Error. 
me values 
definitions; 
e and higher fo

r definition is 
ghttime data. 

y Society – P

ne 
A 

 

e 
me 

he 

 

or 

Fig. 2: C
“All Ho

 
3. 1 Th
 
The Irr
exclude
current
lacks a 
when ir
 
The 24
points, 
or equa
above t
 
Fig. 3 p
a given
much o
thresho
GHI ob
W/m2 c
Hanfor
 

Proc. ASES A

Comparison of
urs” and “Dayt

hreshold Depen

radiance Thres
ed. Use of a thr
t practice is to e
precise definit

rradiance is 0 W

-hour and dayt
occurring resp

al to a zero Irra
the zero Irradia

presents the pe
n Irradiance Th
of the collectab
old levels. For e
bservations less
correspond to o
rd, CA in 2010

Annual Conf

f error results f
time Hours” fo

ndence 

shold is the val
reshold is relev
exclude night-t
tion of what is 
W/m2, 0.1 W/m

time scenarios 
pectively when
adiance Thresh
ance Threshold

ercent of solar e
hreshold.  It is 
ble energy resid
example, the d
s than an Irrad
only 8 percent 
. 

 
 

ference, Rale

for six method
or Hanford, CA

lue below whic
vant because w
time values, th
night-time. Is 

m2, 1 W/m2? 

are specific th
n irradiance is l
hold for the for
d for the latter.

energy that occ
interesting to n

des above sign
dashed line sho
diance Thresho
of the annual G

eigh, NC, 

s using 
A, 2010 

ch data are 
while the 
he industry 
night-time 

hreshold 
larger than, 
rmer and 
. 

curs below 
note that 
ificant 

ows that 
old of 250 
GHI at 



 
F
C
 
 
 
 
 
 
F
T
m

3
 
A
w
th
d
 
T
d
a
r
a
s
th
b

Fig. 3: Energy 
CA, 2010. 

Fig. 4 presents 
Threshold for a
made based on 

 All Per
conve
Thresh

 All Per
conve
Thresh

 RMSE/
MAE/A

3.2 RMSE vs. M

Aside from the 
worthwhile to e
he MAE is the

dispersion error

The main differ
driven by the sq
a result, outlier
reported accura
above example 
set (representin
he RMSE by a

by a factor of 1

©

distribution of 

Percent Error 
all six methods
the figure. 
rcent Error def
rge to the sam
hold increases.

rcent Error def
rge to the sam
hold increases.

/Weighted Avg
Avg. when “Da

MAE 

Percent Error 
explore the que
e most appropri
r. 

rence between 
quare of the di
s are considera

acy when using
the addition o

ng 0.1 percent o
a factor of 1.12
.04. 

 American S

f irradiance data

r as a function o
. Several obser

finitions based 
me result as the
. 

finitions based 
me result as the
. 

g. results are si
aytime Hours” 

reporting issue
estion whether 
iate method to 

the two is that
fferences unlik
ably more influ
g the RMSE me
f four far outli
of the data sam
, but only incre

Solar Energy

a for Hanford, 

of Irradiance 
rvations can be

on RMSE 
e Irradiance 

on MAE 
e Irradiance 

imilar to 
are included.

e, it is 
the RMSE or 
report 

t the RMSE is 
ke the MAE. A
uential on the 
etric. In the 
ers to the data 

mples) increases
eases the MAE

y Society – P

 

e 

As 

s 
E 

Fig. 4:
 
 
 
4. DISC
 
Table 4
above u
relative
conside









A grade
strength
attribut
 
The MA
relative
criteria 
attractiv
observa
RMSE/
commo
adopted
 

Proc. ASES A

Comparison o

CUSSION  

4 summarizes t
using a subject
e dispersion err
ered include: 
Whether the

Whether it is

Whether it d
distinction 

Whether it d
threshold 

Whether it is

e of 0 to 2 is as
h (2) or its wea
te. 

AE/Avg. provi
e dispersion err
a and the subjec
ve in that it is i
ations and is si
/Capacity meth
only accepted (
d this method) 

Annual Conf

f error results f

the comparativ
tive grading for
ror reporting m

e method is co

s simple to und

depends on the

depends on the

s affected by o

ssigned to each
akness (0) with

ides the best pr
ror based on th
ctive evaluatio
independent of
imple to unders
hod is also desi
(the wind powe
and is simple 

ference, Rale

for Hanford, C

ve observations
r the attributes

method. The att

ommonly accep

derstand 

e 24‐hr vs. day

e data selectio

outliers 

h method to rep
h respect to a g

ractical measur
he selected eva
ns. The MAE/A
f the number o
stand. The 
irable because 
er industry has
to understand.

eigh, NC, 

 

CA, 2010. 

s made 
s of each 
tributes we 

pted 

ytime only 

on 

present its 
given 

re of 
luation 
Avg. is 

of 

it is 
 already 



© American Solar Energy Society – Proc. ASES Annual Conference, Raleigh, NC, 

TABLE 4. SUBJECTIVE EVALUATION OF RELATIVE 
ERROR REPORT TING METHOD. 
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RMSE/Avg. 2 2 0 0 0 4 
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2 1 1 0 6 

MAE/Avg. 1 2 2 1 1 7 
MAE/Weight
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0 
1 0 1 1 3 

MAE/ 
Capacity 

0 
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The value of agreeing on a simple-to-calculate method has 
the benefit that multiple predictions and forecasts can be 
quickly evaluated and compared.  Given that irradiance and 
PV power predictions and forecasts will be applied to a 
variety of applications (resource assessment, electrical grid 
operations and planning, etc.), it is not expected that the 
single statistic proposed here will necessarily be a complete 
measure of forecast quality. The authors, however, feel that 
it is a good start towards promoting a standard metric in the 
industry.  
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